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DETECTION OF ANOMALY NETWORK ACTIVITIES BY USING FLOWMAN
NETWORKS SOLUTION

AHHOTauusi. YtoObl OOHApPYXHUTH CETEBbIC AHOMAIHMH, B HCCIEJOBAHUU OBUIN
pPaccMOTPEHBI TMOAXOABl K OOHApYKEHHMIO aHOMAallui, OCHOBaHHbIE Ha MOBEACHHUM, IyTEM
CpaBHEHHS TeKymero cereBoro Tpaduka. CereBoit meron Flowman oOecneunBaer rHOKWN U
OBICTPBIN METOJT OIICHKM 0a30BOT0 pacIpe/ieieHHs], a TaKkKe IIHPOKYI0 MEPCIEKTUBY CETEBOTO
Tpaguka Uil aAMHHHCTPATOpa CeTH. MBI MOXEM HWACHTHPHUIMPOBATH AHOMAIUU, KOTOPHIC
U3MEHSAIOT Tpaduk OBICTPO WM MEAJIEHHO, BBIYHCISASA MEpy, CBSI3aHHYIO C OTHOCUTEIbHOMN
DHTPOIUEH OTCIEKUBAEMOTO CETEBOTO TpaduKa MO CPaBHEHUIO C 0Aa30BBIM PaCHpeesICHUEM.
Kpowme Toro, Ham meton codupaet nHhopMaino 00 aHOMaIUU, U BUDKETHI HAUHYT 0TOOpakaTh
UH(POPMALIHIO.

KiioueBble ciioBa: aHoManbHasi ceTeBas aKTUBHOCTh, CeTe€Bas 0€30MacHOCThb, CBS3b,
cetb Flowman

AngaTna. Xeninik aybITKyJaapbl aHBIKTAy YIIiH 3€pTTEY aFbIMIAFbI XKEJIUTIK TpaduKTi
CAIBICTBIPY apKbUIbl MIHE3-KYJIBIKKA HETI3JENINeH  aybITKyJap[bl aHBIKTay TOCULAEPIH
KapacTeipabl. Flowman xenimik ofici 6a3ainblK yiecTipyai OaranmayqblH UKEMIl KoHE KbLIJaM
OMICIH, COHJal-aK el 9KIMIIIC] YIIIH JKeIUTIK TPaQUKTIH KEeH MepCleKTUBACHIH KaMTaMachl3
ereni. Herisri tapatymeH canbICThIpFaHia OaKbUIaHATBIH JKEIUIIK TPa(UKTIH CabICTHIPMAJIbI
SHTPONUSCHIMEH OalIaHBICTBI ONIIIEMI] €CeNTey apKbUIbl TPAPUKTI T€3 HEMece Oasty e3repTeTiH
aybITKyNapabl aHbIKTail amambi3. COHBIMEH KaTap, O13[iH OJiC aHOMAJHs Typasbl aKlapaTThl
YKUHAIIbI )KOHE BUDKETTED aKMapaTThl Kepcere OacTaibl.

Tyiinai ce3gep: xemifieH ThiC OeJCEHIUTIK, enl Kayimcizmiri, Oaimaneic, Flowman
Kemicl

Abstract. In order to discover network anomalies, the research examined anomaly
detection approaches based on behavior by comparing current network traffic. The Flowman
Network technique provides a flexible and fast method for estimating the baseline distribution,
as well as a wide perspective of network traffic for the network administrator. We can identify
anomalies that change traffic either quickly or slowly by computing a measure related to the
relative entropy of the network traffic under monitoring in comparison to the baseline
distribution. Additionally, our method collects information about anomaly and widgets will start
displaying information.

Key words: anomaly network activities, network security, communication, Flowman
Network

Introduction.

Nowadays, detecting attacks on computer systems and networks is currently an important
task in the field of information security. A well-executed computer attack can result in data loss,
unauthorized access to information resources, and significant data distortion. This emphasizes
the importance of developing and employing effective methodologies and techniques for
detecting network attacks in order to protect data in computer systems and networks.

An attack detection system is typically defined as a software, hardware, or software-
hardware device that detects illegal access to a computer system or network, as well as
unauthorized control of those systems or networks. Attack detection systems are used to detect
specific types of harmful activities that could compromise a computer system's security. Network
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attacks against vulnerable services, attacks designed to expand privileges, unauthorized access to
key files, and malicious software actions are examples of such behavior. Scanning computer
ports for vulnerabilities used to obtain unauthorized access is an example of a network attack.

All network attacks can be categorized to anomalies and abuses. Activities that differ
from the templates specified for users are highlighted when anomalies are observed. For the
content of the profile of the controlled activity creates a special database.

A network anomaly is a sudden and brief departure from the network's regular operation.
Some anomalies are purposefully generated by malicious attackers, such as a denial-of-service
attack in an IP network, while others are totally accidental, such as an overpass falling in a busy
road network.

Local computer networks of modern enterprises are filled with various applications and
solve many problems. Network behavior is formed by users, software and hardware services, and
other network devices. The normal functioning of the network means the following: guaranteed
supply of services and stability to various stressful influences, which in the most general
consideration can be divided into forced (equipment failure, errors in programs) and random
(targeted attacks).

Background knowledge and literature review.

In this section, we provide relevant background to understand anomaly network activities
and how to prevent it, as well as discuss previous studies on the topic.

Observed events

As arule, it is impossible to prevent an attack, so it makes sense to concentrate all efforts
on monitoring the consequences of the attack. Attacks can be divided into three levels:

o Transport. By attacks on the transport layer, we will understand attacks on the
protocols of the channel, network and transport layers of the TCP/IP stack. This level includes,
for example, various types of scanning, arp-spoofing, ip spoofing;

o Applied. By this level we will understand attacks aimed at errors in the
implementation of various protocols of the TCP/IP stack application layer. Examples of such
attacks can be DNS cache-poisoning, smb-die, http-response splitting;

o The level of service. Attacks of this level include all kinds of attacks caused by
errors in incorrect processing of user data. Examples of such attacks are XSS, SQL injection,
various overflows, etc.

There are two ways to detect an attack:

o Signature. This method boils down to searching for signs of already known
attacks. The advantage of the signature method is that it is practically not susceptible to false
positives. The disadvantage of this method is the inability to detect attacks that are not embedded
in the system.

o Abnormal. It is known in advance what functional parameters a particular
application or service has in a normal state, and any deviation from it is considered an attack.
The anomaly search method allows you to respond to previously unknown attacks, but is prone
to false positives and requires fine tuning for each observed object.

Both methods of detecting attacks can work at all three levels.

The result of any attack, if successful, is an information leak, for example, an ether-leak
attack, or a change in any parameters of the attacked system, for example, opening a port,
stopping the operation of some program, a significant change in the amount of use of some
system resource by the program (for example, memory, processor time, etc.), launching a new
program for execution. Similar events occurring in the system can be monitored using software
tools.

Because a large shift in resource usage might occur during normal system operation (for
example, an increase in requests to the mail server at the start of the working day), the difficulty
of evaluating whether the program's behavior is normal or anomalous emerges. The solution of
this problem is proposed on the basis of statistical methods of analysis.
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Anomaly Detection.

The idea is as follows. Basically, all real automated information systems have a cyclical
nature of functioning, which is determined by the working week or the production technological
process.

Let's assume that there is a separate period at the initial stage of the system operation,
during which we can assert that the system is operating normally. If such a time interval exists,
then we will call it the training period. During the training period, we will monitor the use of
various program resources and, based on the accumulated information, we will be able to build a
function for predicting the further behavior of programs. During the operational operation of the
system, we will continuously monitor the use of various resources by programs.

We will compare the actual results to the predictions. When the disparity between the
expected and actual consumption of resources reaches a certain threshold, the program's behavior
is termed abnormal. Simultaneously, a decision is made to modify the program's mode of
operation in order to avoid a disturbance in the overall system's stability.

Literature review.

There are different ways and technologies detecting network anomalies, such as using
neural network security, maximum entropy estimation.

The technology of neural networks can be used to solve the problem of diagnosing
anomalous network activity. It is suggested that data on network activity be collected and a
training sample be formed. The values of the parameters of network packets, along with the
values of the sign of network activity, make up a sample for training a neural network. The
structure is proposed, the neural network is trained, and the adequacy and classification ability of
the neural network are assessed. It is demonstrated that a neural network model can be used
effectively as part of an intelligent diagnostic system to detect anomaly network activity.[4]

The following methodology has been devised to collect network activity data and
construct a training sample for a neural network:

1. allocation of a local network segment;

2. software installation;

3. network monitoring in conditions of normal network activity;

4. network monitoring in conditions of anomaly network activity;

5. data processing and formation of an educational sample.

The values of the parameters of the network packets that make up the traffic of the local
computer network are received at the input of an intelligent system, the core of which is a trained
neural network. The decision-making module analyzes the input values and generates a system
response about the type of network activity. Within the framework of this algorithm, the problem
of neural network diagnostics of abnormal network activity is solved.

It's important to note that the adaptive intelligent method for diagnosing irregular network
activity is based on a neural network. Information about errors can gather in a specific database
if activity in the local computer network is incorrectly determined. The system may retrain the
neural network on a regular basis, taking into account the data from the incorrect network packet
categorization.

Methods.

Network monitoring using Flowmon Networks solutions.

Flowmon is positioned as an A-class brand. Develops premium solutions for corporate
customers and is marked in Gartner squares in the direction of Network Performance Monitoring
and Diagnostics (NPMD). Moreover, interestingly, of all the companies in the report, Flowmon
is the only vendor noted by Gartner as a manufacturer of solutions for both network monitoring
and information protection (Network Behavior Analysis).

What are the tasks this technology is able to solve?

1. improving the stability of the network, as well as network resources by minimizing
their downtime and unavailability;
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2. improving the overall level of network performance;

3. improving the efficiency of the administrative staff, due to:

e the use of modern innovative network monitoring tools based on
information about IP streams;

¢ providing detailed analytics about the functioning and state of the network
— users and applications running on the network, transmitted data, interacting
resources, services and nodes;

¢ responding to incidents before they occur, and not after the loss of service
by users and customers;

e reducing the time and resources needed to administer the network and IT
infrastructure;

o simplify troubleshooting tasks.

4. increasing the level of security of the network and information resources of the
enterprise, through the use of non-signature technologies for detecting abnormal and malicious
network activity, as well as "zero-day attacks" (zero-day);

5. providing the required SLA level of network applications and databases.

Flowmon Networks product portfolio.

The kernel of the system is a collector responsible for collecting data on various flow
protocols, such as NetFlow v5/v9, jFlow, sFlow, NetStream, IPFIX... The collector is available
both as a hardware server and as a virtual machine (VMware, Hyper-V, KVM). By the way, the
hardware platform is implemented on customized DELL servers, which automatically removes
most of the issues with warranty and RMA. Its own hardware component is, perhaps, FPGA
traffic capture boards developed by a subsidiary of Flowmon, and allowing monitoring at speeds
up to 100 Ghps.

"~ Flowmon

Figure 1 - Flowmon Collector

The collector is available both as a hardware server and as a virtual machine (VMware,
Hyper-V, KVM). The hardware platform is implemented on customized DELL servers and
allows monitoring at speeds up to 100 Gbps.

To prevent the load on the equipment and generate high-quality flow, Flowmon Networks
suggests using its own probes (Flowmon Probe), which are connected to the network via the
SPAN port of the switch or using passive TAP splitters.

Figure 2 - Flowman Probe
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Figure 3 - SPAN (mirror port) and TAP implementation options

In this case, the "raw" traffic coming to Flowmon Probe is converted into an extended
IPFIX containing more than 240 metrics with information. While the standard NetFlow protocol
generated by network equipment contains no more than 80 metrics. This makes it possible to
ensure the visibility of protocols not only at levels 3 and 4, but also at level 7 according to the
ISO OSI model. As a result, network administrators can monitor the functioning of applications
and protocols such as e-mail, HTTP, DNS, SMB...
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Figure 4 - Flowman Collector (HW \& VA)

The Collector, which accepts traffic from existing network equipment or its own probes,
is at the heart of the entire Flowmon Networks ecosystem (Probe). However, it would be far too
simple for an Enterprise solution to provide capability solely for network traffic monitoring.
Open-source solutions can do the same thing, albeit not as well. Additional modules that enhance
the core capabilities of Flowmon offer value to the product:

The value of Flowmon is additional modules that extend the basic functionality:

o Anomaly Detection Security module - detection of abnormal network activity,
including zero-day attacks, based on heuristic traffic analysis and a typical network profile.
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J Application Performance Monitoring module - monitoring the performance of
network applications without installing "agents™ and affecting target systems.
o Traffic Recorder module - recording fragments of network traffic by a set of

predefined rules or by a trigger from the ADS module, for further troubleshooting and/or
investigation of information security incidents.

o DDoS Protection module - protection of the network perimeter from volumetric
denial of service DoS/DDoS attacks, including attacks on applications (OSI L3/L4/L7).

The practical part of detecting network traffic anomalies.

In this article, we will look at how everything works live using the example of 2 modules
- Network Performance Monitoring and Diagnostics and Anomaly Detection Security.

1% step Installation of Flowmon Collector

The OVF template is used to deploy a virtual machine on VMware in a completely
standard manner. As a consequence, we have a virtual computer running CentOS with ready-to-
use applications. Humane resource requirements:

. We perform basic initialization using the sysconfig command.

o We configure the IP on the management port, DNS, time, Hostname and can
connect to the WEB interface.

2" step Installing a license
3" step Setting up the receiver on the collector

It is vital to specify how the system will receive data from sources at this level. It might
be one of the flow protocols or a switch's SPAN port.

In this example, we'll use the NetFlow v9 and IPFIX protocols to receive data.

The IP address of the Management interface - 192.168.78.198 - is used as a target in this
situation. The Monitoring interface type is used on the eth2 and eth3 interfaces to get a copy of
the "raw" traffic from the switch's SPAN port. We miss them, but not in our situation.

Flowmon Configuration Center ~ ' - @ 6

]

O system

Jptime of #C:

System load Memory
Data disk usage

sl 9329 GB ® Moniionng Centier (0.11 GB) @ Modules (209 GB) # Other (253GE)  Free (89 GBI

System disk usage Boot disk usage

@ Network intertaces

PERBOCE®O®O ! S
§

55552

° Monitoring Ports

INTERFACE ROET

@ 1 target |/ locaihost 3000 (udp, PFO)
target

Q@ o

Figure 5 - Monitoring interface
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Then we look at the collector port, which is where the traffic should be arriving.
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Figure 6 - In our case, the collector is waiting for traffic on the UDP/2055 port

4™ Configuring network equipment for flow export

For our example, we'll take something more unusual. For example, the MikroTik
RB2011UiAS-2HnD router. In the settings, set the target (collector address 192.168.78.198 and

port 2055):
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Figure 7 - MikroTik RB2011UiAS-2HnD settings.

5t Testing and operation of the Network Performance Monitoring and Diagnostics

module

We can observe that data is entering the system. Widgets will begin to display

information after the collector has accumulated traffic:
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The system is built on the drill down principle. That is, the user, choosing a fragment of
interest to him on a diagram or graph, "falls through" to the level of data depth that he needs:
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6" Anomaly Detection Security Module

The module's “training” is the first step in using it. To do so, a specific wizard is used to
specify all of the network's major components and services, including:

o gateway addresses, DNS, DHCP and NTP servers,

o addressing in user and server segments.

After then, the system enters training mode, which lasts anywhere from two weeks to a
month on average. The system creates a baseline of traffic that is peculiar to our network during
this time.

o what behavior is typical for network nodes?

o what amounts of data are usually transmitted and are normal for the network?
o what is the typical operating time for users?

o what applications are running on the network?

As a result, we now have a tool that can detect any anomalies in our network as well as
departures from normal behavior.

o distribution of new malware on the network that is not detected by antivirus
signatures;

o building DNS, ICMP or other tunnels and transmitting data bypassing the
firewall;

o the appearance of a new computer on the network, posing as a DHCP and/or DNS
server.

After your system has been trained and a network traffic baseline has been established, it
begins to detect incidents:
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Figure 10
It is obvious, that anomaly behavior of the attacker in the network exists. It all starts with
a horizontal network scan on port 3389 (Microsoft RDP service) by the host with the IP
192.168.3.225, which detects 14 possible "victims™:
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Event details
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3 192.168.70.89 (unknown)
3 192.168.70.12 (unknown)
3 192.168.70.197 {unknown)
B 192.168.70.72 (unknown)
33 192.168.70.223 (unknown)
3 192.168.70.51 (unknown)
3 192.168.70.174 (unknown)
3 192.168.70.154 (unknown)
3 192.168.70.19 (unknown)
3 192.168.70.179 (unknown)
3 192.168.70.112 (unknown)
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3 192.168.70.242 (unknown)
3 192.168.70.204 (unknown)
3 192.168.70.193 (unknown)
g 192.168.70.240 (unknown)
3 192.168.70.214 (unknown)
3 192.168.70.173 (unknown)
3y 192.168.70.120 (unknown)
3 192.168.70.168 {unknown)
g 192.168.70.114 (unknown)
g 192.168.70.92 (unknown)

3y 192.168.70.49 (unknown)

3 192.168.70.37 (unknown)

g 192.168.70.96 (unknown)

3 192.168.70.119 (unknown)
3y 192.168.70.222 (unknown)
B 192.168.70.121 {unknown)
3 192.168.70.160 (unknown)
3 192.168.70.203 (unknown)
g 192.168.70.139 (unknown)
3y 192.168.70.67 (unknown)

g 192.168.70.177 (unknown)
g 192.168.70.14 (unknown)

3y 192.168.70.246 (unknown)

L TR LUV NV AR e

33 192.168.70.245 (unknown)
3 192.168.70.147 (unknown)
3 192.168.70.207 (unknown)
3 192.168.70.106 (unknown)
3 192.168.70.156 {unknown)
3 192.168.70.125 (unknown)
33 192.168.70.249 (unknown)
1 192.168.70.33 (unknown)
B3 192.168.70.47 {unknown)
3 192.168.70.239 (unknown)
3 192.168.70.123 (unknown)
3 192.168,70.38 (unknown)
2 192.168.70.22 {unknown)
3 192.168.70.122 (unknown)
33 192.168.70.75 {unknown)
3 192.168.70.19 (unknown)
D 192.168.70.169 (unknown)
3 192.168.70.238 (unknown)
33 192.168.70.15 (unknown)
3 192.168.70.251 (unknown)
33 192.168.70.252 (unknown)
3 192.168.70.78 (unknown)
3 192.168.70.144 (unknown)

. 40% €20 TAOE fhe o

Figure 12

3 192.168.70.219 (unknown)
3 192.168.70.152 (unknown)
3 192.168.70.170 (unknown)
g 192.168.70.224 (unknown)
2 192.168.70.101 (unknown)
3 192.168.70.115 (unknown)
3 192.168.70.57 (unknown)
£ 192.168.70.143 (unknown)
D9 192.168.70.76 (unknown)
g 192.168.70.212 (unknown)
1 192.168.70.68 (unknown)
3 192.168,70.247 {unknown)
3 192.168.70.95 (unknown)
3 192.168.70.133 (unknown)
3 192.168.70.43 (unknown)
4 192.168.70.130 (unknown)
3 192.168.70.218 (unknown)
3 192.168.70.128 (unknown)
3 192.168.70.233 (unknown)
3 192.168.70.105 (unknown)
3 192.168.70.74 (unknown)
2 192.168.70.192 (unknown)
3 192.168.70.91 (unknown)

PO 420 TA N b

Iy 192.168.70.236 (unknown)
Oy 192.168.70.227 (unknown)
3 192.168.70.231 {unknown)
g 192.168.70.155 (unknown)
3 192.168.70.117 (unknown)
3 192.168.70.159 (unknown)
3 192.168.70.190 (unknown)
g 192.168.70.97 (unknown)

B3 192.168.70.145 (unknown)
g 192.168.70.195 (unknown)
1 192.168.70.136 (unknown)
)y 192.168.70.188 (unknown)
3 192.168.70.23 (unknown)

3 192.168.70.158 (unknown)
3 192.168.70.11 (unknown)

B 192.168.70.157 (unknown)
3 192.168.70.175 (unknown)
g 192.168.70.199 (unknown)
3 192.168.70.137 (unknown)
3y 192.168.70.210 (unknown)
3 192.168.70.64 (unknown)

3 192.168.70.127 (unknown)
3 192.168.70.229 (unknown)

P A0 420 TA T4

The next recorded incident - host 192.168.3.225 begins a brute force attack on brute-force
passwords to the RDP service (port 3389) at previously identified addresses:
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£ cvens

& Events in time

g - I- I- am I-

1: b
18:00
Events by priority and count (116)
Priorities: ¥ Critical ¥ High 7 Madium ™ Low " iaformation  (All / None) 2019-08-06 08:00 - 2019-08-06 16:20
® (@ V) JECI Flow-based behavicr patterns (BPATTERNS) 64 (mumber of events)
* @ ¥ BER sMTP anomaly (SMTPANOMALY) 8 (number of events)
* (@ ¥ EEEN Communication with blackiisted hosts (BLACKLIST) 5 (umber of events)
* (@ ¥ S ssH attack (SSHOX.T) 3 (rumber of events)
= 3V EEE R0e attack (ROPOXCT) 2 (mumber of events)
S O 192.163.3.225 (unknown) 2 (number of events)
. Eye uninown Timestamp Source Target Data feed
@ oot 2019-06-06 1400:27 Dy 192.168.0.225 (unknown) Oy 192.168.70.70 (unknown) un
2 @ roeoicT 2019-08-06 13:50:07 O 192.168.0.225 funknown) O 192.168.70.70 unkmown) L
* (D ) I L3 network anomaly (LIANOMALY) 18 (number of events)
* (D ) MEE Port scanning (SCANS) 12 (mumber of events)
# [0 V) I v tunneled traffic (VS TUNNEL) 2 (pumber of events)
* (0 ¥ B web sharing traffic (WEBSHARE) 2 (oumber of events)

An SMTP issue has been fixed on one of the hacked hosts as a result of the attack. To put
it another way, SPAM has begun:

Events by priority and count (116)

Priorities: (I Critical [/High ["/Medium [JLow [l information  (All / None) 2019-08-06 08:00 - 2019-08-06 16:20
& @ ¥ 0 Flow-based behavior patterns (BPATTERNS) 1 (number of events)
@ VA sMTP anomaly (SMTPANOMALY) 8 (number of events)

B 39 192.168.70.70 (unknown) 2 (number of events)
# @ VI communication with blacklisted hosts (BLACKLIST) 5 (number of events)
® @ ¥ A sSH attack (SSHDICT) 3 (number of events)
# (@ ¥ I ROP attack (RDPDICT) 2 (number of events)
# 3 ¥ A L3 network anomaly (L3ANOMALY) 18 (number of events)
& ) V! B port scanning (SCANS) 12 (number of events)
® 2 ¥ I 1Pve tunneled traffic (IPV6TUNNEL) 2 (number of events)
® 3 VI BER web sharing traffic (WEBSHARE) 2 (number of events)
Figure 14

This is a visual illustration of the system's and the Anomaly Detection Security module's
capabilities.

Discussion and Conclusion.

Flowmon is a premium level solution for corporate customers:

o due to versatility and compatibility, data collection is available from any sources:
network equipment (Cisco, Juniper, HPE, Huawei...) or proprietary probes (Flowmon Probe);
o the scalability capabilities of the solution allow you to increase the functionality

of the system by adding new modules, as well as increase productivity thanks to a flexible
approach to licensing;

o due to the use of technologies without signature analysis, the system allows
detecting even zero-day attacks unknown to antiviruses and IDS/IPS systems;
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o due to full "transparency" in terms of the installation and presence of the system
on the network, the solution does not affect the operation of other nodes and components of your
IT infrastructure;

o Flowmon is the only solution on the market that supports traffic monitoring at
speeds up to 100 Gbit/s;

o Flowmon is a solution for networks of any scale;

o the best price / functionality ratio among similar solutions.

This development is a tool that allows to increase fault tolerance and facilitate the
administration of automated systems. The consequence of this is a reduction in the maintenance
costs of the AU as a whole. In addition, a short-term malfunction of most existing information
systems can lead to the loss of important information, significant economic damage, a decrease
in the number of customers, etc..

As a result, we get a tool that detects any anomalies in our network and deviations from
the characteristic behavior. Here are a couple of examples that the system allows you to detect:

. distribution of new malware on the network that is not detected by antivirus
signatures;

o building DNS, ICMP or other tunnels and transmitting data bypassing the
firewall;

. the appearance of a new computer on the network, posing as a DHCP and/or DNS
server.
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DEVELOPMENT OF THE BASE STATION COVERAGE MODEL OF THE RAILWAY
TRUNK CHANNEL

Abstract. This article considers methods of data transmission over the radio channel for
information security, the issues of communication of the radio locking center and the TETRA
switching center, linking the radio locking center with electrical interlocking systems. A model
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